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"Critical reviewers of the biomedical literature have consistently found that about half the articles that used statistical methods did so incorrectly." (1)

"Good research deserves to be presented well, and good presentation is as much a part of the research as the collection and analysis of the data. We recognize good writing when we see it; let us also recognize that science has the right to be written well." (2)

Statistical probability was first discussed in the medical literature in the 1930s (3). Since then, researchers in several fields of medicine have found high rates of statistical errors in large numbers of scientific articles, even in the best journals (4-7). The problem of poor statistical reporting is, in fact, long-standing, widespread, potentially serious, and not well known, despite the fact that most errors concern basic statistical concepts and can be easily avoided by following a few guidelines (8).

The problem of poor statistical reporting has received more attention with the growth of the evidence-based medicine movement. Evidence-based medicine is literature-based medicine and depends on the quality of published research. As a result, several groups have proposed reporting guidelines for different types of trials (9-11), and a comprehensive set of guidelines for reporting statistics in medicine has been compiled from an extensive review of the literature (12).

Here, I describe 20 common statistical reporting guidelines that can be followed by authors, editors, and reviewers who know little about statistical analysis. These guidelines are but the tip of the iceberg: readers wanting to know more about the iceberg should consult more detailed texts (12), as well as the references cited here. To keep the tension mounting in an often dull subject, the guidelines are presented in order of increasing importance.

Error #1: Reporting measurements with unnecessary precision

Most of us understand numbers with one or two significant digits more quickly and easily than numbers with three or more digits. Thus, rounding numbers to two significant digits improves communication (13). For instance, in the sentences below, the final population size is about three times the initial population size for both the women and the men, but this fact is only apparent after rounding:

- The number of women rose from 29,942 to 94,347 and the number of men rose from 13,410 to 36,051.
- The number of women rose from 29,900 to 94,300 and the number of men rose from 13,400 to 36,000.
- The number of women rose from about 30,000 to 94,000 and the number of men rose from about 13,000 to 36,000.

Many numbers do not need to be reported with full precision. If a patient weighs 60 kg, reporting the weight as 60.18 kg adds only confusion, even if the measurement was that precise. For the same reason, the smallest P value that need be reported is P<0.001.

Error #2: Dividing continuous data into ordinal categories without explaining why or how

To simplify statistical analyses, continuous data, such as height measured in centimeters, are often separated into two or more ordinal categories, such as short, normal, and tall. Reducing the level of measurement in this way also reduces the precision of the measurements, however, as well as reducing the variability in the data. Authors should explain why they chose to lose this precision. In addition, they should explain how the boundaries of the ordinal categories were determined, to avoid the appearance of bias (12). In some cases, the boundaries (or "cut points")

The guidelines described here are taken from How To Report Statistics in Medicine: Annotated Guidelines for Authors, Editors, and Reviewers, by Thomas A. Lang and Michelle Secic (American College of Physicians, 1997).
that define the categories can be chosen to favor certain results (Fig. 1).

**Error #3: Reporting group means for paired data without reporting within-pair changes**

Data taken from the same patient are said to be “paired.” In a group of patients with data recorded at two time points, differences can occur between the group means over time, as well between each individual’s measurements over time. However, changes in the individuals’ measurements may be hidden by reporting only the group means (Fig. 2). Unless the individual data are reported, readers may not know about conflicts between the two measures. The results in Figure 2, for example, can be reported as a mean decrease from time 1 to time 2 or as an increase in two of three patients. Both results are technically correct, but reporting only one can be misleading.

**Figure 2.** Paired data should be reported together so that the changes within each patient, as well as in group means, can be evaluated. Here, the results can be reported as a mean drop of 1.6 units or that units increased in 2 of 3 patients.

**Error #4: Using descriptive statistics incorrectly**

Two of the most common descriptive statistics for continuous data are the mean and standard deviation. However, these statistics correctly describe only a “normal” or “Gaussian” distribution of values. By definition, about 68% of the values of a normal distribution are within plus or minus 1 standard deviation of the mean, about 95% are within plus or minus 2 standard deviations, and about 99% are within plus or minus 3 standard deviations. In markedly non-normal distributions, these relationships are no longer true, so the mean and standard deviation do not communi-cate the shape of the distribution well. Instead, other measures, such as the median (the 50th percentile: the value dividing the data into an upper and a lower half) and range (usually reported by giving the minimum and maximum values) or interquartile range (usually reported by giving the 25th and the 75th percentiles) are recommended (14).

Although the mean and standard deviation can be calculated from as few as two data points, these statistics may not describe small samples well. In addition, most biological data are not normally distributed (15). For these reasons, the median and range or interquartile range should probably be far more common in the medical literature than the mean and standard deviation.

**Error #5: Using the standard error of the mean (SEM) as a descriptive statistic or as a measure of precision for an estimate**

The mean and standard deviation describe the center and variability of a normal distribution of a characteristic for a sample. The mean and standard error of the mean (SEM), however, are an estimate (the mean) and a measure of its precision (the SEM) for a characteristic of a population. However, the SEM is always smaller than the standard deviation, so it is sometimes reported instead of the standard deviation to make the measurements look more precise (16). Although the SEM is a measure of precision for an estimate (1 SEM on either side of the mean is essentially a 68% confidence interval), the preferred measure of precision in medicine is the 95% confidence interval (17). Thus, the mean and SEM can sometimes refer to a sample and sometimes to a population. To avoid confusion, the mean and standard deviation are the preferred summary statistics for (normally distributed) data, and the mean and 95% confidence interval are preferred for reporting an estimate and its measure of precision.

For example, if the mean weight of a sample of 100 men is 72 kg and the SD is 8 kg, then (assuming a normal distribution), about two-thirds of the men (68%) are expected to weigh between 64 kg and 80 kg. Here, the mean and SD are used correctly to describe this distribution of weights.

However, the mean weight of the sample, 72 kg, is also the best estimate of the mean weight of all men in the population from which the sample was drawn. Using the formula SEM = SD/√n, where SD = 8 kg and n = 100, the SEM is calculated to be 0.8. The interpretation here is that if similar (random) samples were repeatedly drawn from the same population of men, about 68% of these samples would be expected to have mean values between 71.2 kg and 72.8 kg (the range of values between 1 SEM above and below the estimated mean).

The preferred expression for an estimate and its precision is the mean and the 95% confidence interval (the range of values about 2 SEMs above and below the mean). In the example here, the expression would be “The mean value was 72 mg (95% CI – 70.4 to 73.6 mg),” meaning that if similar (random)
samples were repeatedly drawn from the same population of men, about 95% of these samples would be expected to have mean values between 70.4 mg and 73.6 mg.

**Error #6: Reporting only P values for results**

P values are often misinterpreted (18). Even when interpreted correctly, however, they have some limitations. For main results, report the absolute difference between groups (relative or percent differences can be misleading) and the 95% confidence interval for the difference, instead of, or in addition to, P values. The sentences below go from poor to good reporting:

- “The effect of the drug was statistically significant.” This sentence does not indicate the size of the effect, whether the effect is clinically important, or how statistically significant the effect is. Some readers would interpret “statistically significant” in this case to mean that the study supports the use of the drug.

- “The effect of the drug on lowering diastolic blood pressure was statistically significant (P < 0.05)” Here, the size of the drop is not given, so its clinical importance is not known. Also, P could be 0.049; statistically significant (at the 0.05 level) but so close to 0.05 that it should probably be interpreted similarly to a P value of, say, 0.51, which is not statistically significant. The use of an arbitrary cut point, such as 0.05, to distinguish between “significant” and “non significant” results is one of the problems of interpreting P values.

- “The mean diastolic blood pressure of the treatment group dropped from 110 to 92 mm Hg (P = 0.02).” This sentence is perhaps the most typical. The pre- and posttest values are given, but not the difference. The mean drop – the 18-mm Hg difference – is statistically significant but it is also an estimate, and without a 95% confidence interval, the precision (and therefore the usefulness) of the estimate cannot be determined.

- “The drug lowered diastolic blood pressure by a mean of 18 mm Hg, from 110 to 92 mm Hg (95% CI = 2 to 34 mm Hg; P = 0.02).” The confidence interval indicates that if the drug were to be tested on 100 samples similar to the one reported, the average drop in blood pressure in 95 of those 100 samples would probably range between 2 and 34 mm Hg. A drop of only 2 mm Hg is not clinically important, but a drop of 34 mm Hg is. So, although the mean drop in blood pressures in this study was statistically significant, the expected difference in blood pressures in other studies may not always be clinically important; that is, the study is inconclusive.

When a study produces a confidence interval in which all the values are clinically important, the intervention is much more likely to be clinically effective. If none of the values in the interval are clinically important, the intervention is likely to be ineffective. If only some of the values are clinically important, the study probably did not enroll enough patients.

**Error #7: Not confirming that the data met the assumptions of the statistical tests used to analyze them**

There are hundreds of statistical tests, and several may be appropriate for a given analysis. However, tests may not give accurate results if their assumptions are not met (19). For this reason, both the name of the test and a statement that its assumptions were met should be included in reporting every statistical analysis. For example: “The data were approximately normally distributed and thus did not violate the assumptions of the t test.”

The most common problems are:

- Using parametric tests when the data are not normally distributed (skewed). In particular, when comparing two groups, Student’s t test is often used when the Wilcoxon rank-sum test (or another non-parametric test) is more appropriate.
- Using tests for independent samples on paired samples, which require tests for paired data. Again, Student’s t test is often used when a paired t test is required.

**Error #8: Using linear regression analysis without establishing that the relationship is, in fact, linear**

As stated in Guideline #7, every scientific article that includes a statistical analysis should contain a sentence confirming that the assumptions on which the analysis is based were met (12). This confirmation is especially important in linear regression analysis, which assumes that the relationship between a response and an explanatory variable is linear. If this assumption is not met, the results of the analysis may be incorrect.

The assumption of linearity may be tested by graphing the “residuals”: the difference between each data point and the regression line (Fig. 3). If this graph is flat and close to zero (Fig. 4A), the relationship is linear. If the graph shows any other pattern, the relationship is not linear (Fig. 4B, 4C, and 4D.) Testing the assumption of linearity is important because simply looking at graphed data can be misleading (Fig. 5).
Error #9: Not accounting for all data and all patients

Missing data is a common but irritating reporting problem made worse by the thought that the author is careless, lazy, or both (20). Missing data raise issues about:
- the nature of the missing data. Were extreme values not included in the analysis? Were data lost in a lab accident? Were data ignored because they did not support the hypothesis?
- the generalizability of the presented data. Is the range of values really the range? Is the drop-out rate really that low?
- the quality of entire study. If the totals don’t match in the published article, how careful was the author during the rest of the research?

One of the most effective ways to account for all patients in a clinical trial is a flow chart or schematic summary (Fig. 6) (9,12,21). Such a visual summary can account for all patients at each stage of the trial, efficiently summarize the study design, and indicate the probable denominators for proportions, percentages, and rates. Such a graphic is recommended by the CONSORT Statement for reporting randomized trials (9).

Error #10: Not reporting whether or how adjustments were made for multiple hypothesis tests

Most studies report several P values, which increases the risk of making a type I error: such as saying that a treatment is effective when chance is a more likely explanation for the results (22). For example, comparing each of six groups to all the others requires 15 “pair-wise” statistical tests – 15 P values. Without adjusting for these multiple tests, the chance of making a type I error rises from 5 times in 100 (the typical alpha level of 0.05) to 55 times in 100 (an alpha of 0.55).

The multiple testing problem may be encountered when (12):
- establishing group equivalence by testing each of several baseline characteristics for differences between groups (hoping to find none);
- performing multiple pair-wise comparisons, which occurs when three or more groups of data are compared two at a time in separate analyses;
- testing multiple endpoints that are influenced by the same set of explanatory variables;
- performing secondary analyses of relationships observed during the study but not identified in the original study design;
- performing subgroup analyses not planned in the original study;
- performing interim analyses of accumulating data (one endpoint measured at several different times);
- comparing groups at multiple time points with a series of individual group comparisons.
Multiple testing is often desirable, and exploratory analyses should be reported as exploratory. “Data dredging,” however – undisclosed analyses involving computing many P values to find something that is statistically significant (and therefore worth reporting) – is considered to be poor research.

**Error #11: Unnecessarily reporting baseline statistical comparisons in randomized trials**

In a true randomized trial, each patient has a known and usually equal probability of being assigned to either the treatment or the control group. Thus, any differences between groups at baseline are, by definition, the result of chance. Therefore, significant differences in baseline data (Table 1) do not indicate bias (as they might in other research designs) (9). Such comparisons may indicate statistical imbalances between the groups that may need to be taken into account later in the analysis, but the P values do not need to be reported (9).

### Table 1. Statistical baseline comparisons in a randomized trial. By chance, the groups differ in median albumin scores ($P = 0.03$); the difference does not indicate selection bias. Here, $P$ values need not be reported for this reason.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control (n=43)</th>
<th>Treatment (n=51)</th>
<th>Difference</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median age (years)</td>
<td>85</td>
<td>84</td>
<td>1</td>
<td>0.88</td>
</tr>
<tr>
<td>Men (n, %)</td>
<td>21 (49)</td>
<td>21 (51)</td>
<td>3%</td>
<td>0.99</td>
</tr>
<tr>
<td>Median albumin (g/L)</td>
<td>30.0</td>
<td>33.0</td>
<td>3.0 g/L</td>
<td>0.03</td>
</tr>
<tr>
<td>Diabetes (n, %)</td>
<td>11 (26)</td>
<td>8 (20)</td>
<td>6%</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Assuming that alpha is set at 0.05, of every 100 baseline comparisons in randomized trials, 5 should be statistically significant, just by chance. However, one study found that among 1,076 baseline comparisons in 125 trials, only 2% were significant at the 0.05 level (23).

**Error #12: Not defining “normal” or “abnormal” when reporting diagnostic test results**

The importance of either a positive or a negative diagnostic test result depends on how “normal” and “abnormal” are defined. In fact, “normal” has at least six definitions in medicine (24):

- A **diagnostic definition** of normal is based on the range of measurements over which the disease is absent and beyond which it is likely to be present. Such a definition of normal is desirable because it is clinically useful.
- A **therapeutic definition** of normal is based on the range of measurements over which a therapy is not indicated and beyond which it is beneficial. Again, this definition is clinically useful.
- Other definitions of normal are perhaps less useful for patient care, although they are unfortunately common:
  - A **risk factor definition** of normal includes the range of measurements over which the risk of disease is not increased and beyond which the risk is increased. This definition assumes that altering the risk factor alters the actual risk of disease. For example, with rare exceptions, high serum cholesterol is not itself dangerous; only the associated increased risk of heart disease makes a high level “abnormal.”
  - A **statistical definition** of normal is based on measurements taken from a disease-free population. This definition usually assumes that the test results are “normally distributed”; that they form a “bell-shaped” curve. The normal range is the range of measurements that includes two standard deviations above and below the mean; that is, the range that includes the central 95% of all the measurements. However, the highest 2.5% and the lowest 2.5% of the scores – the “abnormal” scores – have no clinical meaning; they are simply uncommon. Unfortunately, many test results are not normally distributed.
  - A **percentile definition** of normal expresses the normal range as the lower (or upper) percentage of the total range. For example, any value in the lower, say, 95% of all test results may be defined as “normal,” and only the upper 5% may be defined as “abnormal.” Again, this definition is based on the frequency of values and may have no clinical meaning.
  - A **social definition** of normal is based on popular beliefs about what is normal. Desirable weight or the ability of a child to walk by a certain age, for example, often have social definitions of “normal” that may or may not be medically important.

**Error #13: Not explaining how uncertain (equivocal) diagnostic test results were treated when calculating the test’s characteristics (such as sensitivity and specificity)**

Not all diagnostic tests give clear positive or negative results. Perhaps not all of the barium dye was taken; perhaps the bronchoscopy neither ruled out nor confirmed the diagnosis; perhaps observers could not agree on the interpretation of clinical signs. Reporting the number and proportion of non-positive and non-negative results is important because such results affect the clinical usefulness of the test. Uncertain test results may be one of three types (25):

- **Intermediate results** are those that fall between a negative result and a positive result. In a tissue test based on the presence of cells that stain blue, “bluish” cells that are neither unstained nor the required shade of blue might be considered intermediate results.
- **Indeterminate results** are results that indicate neither a positive nor a negative finding. For example, responses on a psychological test may not determine whether the respondent is or is not alcohol-dependent.
- **Uninterpretable results** are produced when a test is not conducted according to specified performance standards. Glucose levels from patients who did not fast overnight may be uninterpretable, for example.

How such results were counted when calculating sensitivity and specificity should be reported. Test characteristics will vary, depending on whether the
results are counted as positive or negative or were not counted at all, which is often the case. The standard $2 \times 2$ table for computing diagnostic sensitivity and specificity does not include rows and columns for uncertain results (Table 2). Even a highly sensitive or specific test may be of little value if the results are uncertain much of the time.

Table 2. Standard table for computing diagnostic test characteristics*

<table>
<thead>
<tr>
<th>Test result</th>
<th>Disease</th>
<th>present</th>
<th>absent</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>a</td>
<td>b</td>
<td>a + b</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>c</td>
<td>d</td>
<td>c + d</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>a + c</td>
<td>b + d</td>
<td>a + b + c + d</td>
<td></td>
</tr>
</tbody>
</table>

*Sensitivity = a/(a + c); specificity = d/(b + d). Likelihood ratios can also be calculated from the table. The table does not consider uncertain results, which often – and inappropriately – are ignored.

Error #14: Using figures and tables only to “store” data, rather than to assist readers

Tables and figures have great value in storing, analyzing, and interpreting data. In scientific presentations, however, they should be used to communicate information, not simply to “store” data (26). As a result, published tables and figures may differ from those created to record data or to analyze the results. For example, a table presenting data for 3 variables may take any of 8 forms (Table 3). Because numbers are most easily compared side-by-side, the most appropriate form in Table 3 is the one in which the variables to be compared are side-by-side. That is, by putting the variables to be compared side-by-side, we encourage readers to make a specific comparison.

The table and images in Figure 7 show the same data: the prevalence of a disease in nine areas. How-

Figure 7. Tables and figures should be used to communicate information, not simply to store data. A. Tables are best for communicating or referencing precise numerical data. B. Dot charts are best for communicating general patterns and comparisons. C. Maps are best for communicating spatial relationships.

Table 3. A table for reporting 3 variables (nationality, sex, and age group) may take any of 8 forms:
ever, the table is best used to communicate and to refer-
ence precise data; the dot chart, to communicate
how the areas compare with one another; and the
map, to communicate the spatial relationships be-
tween the areas and disease prevalence.

Error #15: Using a chart or graph in which
the visual message does not support the
message of the data on which it is based

We remember the visual message of an image
more than the message of the data on which it is
based (27). For this reason, the image should be ad-
justed until its message is the same as that of the data.
In the “lost zero” problem (Fig. 8A), column 1 appears
to be less than half as long as column 2. However, the
chart is misleading because the columns do not start
at zero: the zero has been “lost.” The more accurate
chart, showing the baseline value of zero (Fig. 8B),
shows that column 1 is really two-thirds as long as
column 2. To prevent this error, the Y axis should be
“broken” to indicate that the columns do not start at
zero (Fig. 8C).

In the “elastic scales” problem, one of the axes is
compressed or lengthened disproportionately with
respect to the other, which can distort the relationship
between the two axes (Fig. 9). Similarly, in the “dou-
ble scale” problem, unless the scale on the right has
some mathematical relationship with the scale on the
left, the relationship between two lines can be dist-
torted (Fig. 10).

Error #16: Confusing the “units of
observation” when reporting and interpreting
results

The “unit of observation” is what is actually be-
ing studied. Problems occur when the unit is some-
thing other than the patient. For example, in a study of
50 eyes, how many patients are involved? What does
a 50% success rate mean?

If the unit of observation is the heart attack, a
study of 18 heart attacks among 1,000 people has a
sample size of 18, not 1,000. The fact that 18 of 1,000
people had heart attacks may be important, but there
are still only 18 heart attacks to study.

If the outcome of a diagnostic test is a judgment,
a study of the test might require testing a sample of
judges, not simply a sample of test results to be
judged. If so, the number of judges involved would
constitute the sample size, rather than the number of
test results to be judged.

Error #17: Interpreting studies with
nonsignificant results and low statistical
power as “negative,” when they are, in fact, inconclusive

Statistical power is the ability to detect a differ-
cence of a given size, if such a difference really exists
in the population of interest. In studies with low statis-
tical power, results that are not statistically significant
are not negative, they are inconclusive: “The absence
of proof is not proof of absence.” Unfortunately,
many studies reporting non-statistically significant
findings are “under-powered” and are therefore of
little value because they do not provide conclusive an-
swers (28).
In some situation, non-statistically significant findings are desirable, as when groups in observational studies are compared with hypothesis tests (P values) at baseline to establish that they are similar. Such comparisons often have low power and therefore may not establish that the groups are, in fact, similar.

Error #18: Not distinguishing between “pragmatic” (effectiveness) and “explanatory” (efficacy) studies when designing and interpreting biomedical research

Explanatory or efficacy studies are done to understand a disease or therapeutic process. Such studies are best done under “ideal” or “laboratory” conditions that allow tight control over patient selection, treatment, and follow up. Such studies may provide insight into biological mechanisms, but they may not be generalizable to clinical practice, where the conditions are not so tightly controlled. For example, a double-masked explanatory study of a diagnostic test may be appropriate for evaluating the scientific basis of the test. However, in practice, doctors are not masked to information about their patients, so the study may not be realistic.

Pragmatic or effectiveness studies are performed to guide decision-making. These studies are usually conducted under “normal” conditions that reflect the circumstances under which medical care is usually provided. The results of such studies may be affected by many, uncontrolled, factors, which limits their explanatory power but that may enhance their application in clinical practice. For example, patients in a pragmatic trial are more likely to have a wide range of personal and clinical characteristics than are patients in an explanatory trial, who must usually meet strict entrance criteria.

Many studies try to take both approaches and, as a result, do neither well (29,30). The results of a study should be interpreted in light of the nature of the question it was designed to investigate (Table 4).

Table 4. Differences between explanatory and pragmatic studies in studies of zinc lozenges for treating the common cold. The pragmatic study was designed to determine whether zinc lozenges would reduce the number and duration of cold symptoms in outpatients and was conducted under conditions faced by consumers of the lozenges. The explanatory study was designed to determine whether zinc is an effective antiviral agent and was conducted under much tighter experimental conditions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Explanatory</th>
<th>Pragmatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis</td>
<td>positive Rhinovirus culture</td>
<td>3 of 10 symptoms</td>
</tr>
<tr>
<td>Evidence of efficacy (outcomes)</td>
<td>weight of nasal mucus, tissue counts</td>
<td>reduced number and duration of symptoms</td>
</tr>
<tr>
<td>Setting</td>
<td>in-patient</td>
<td>out-patient</td>
</tr>
<tr>
<td>Intervention</td>
<td>controlled by researcher</td>
<td>controlled by patient</td>
</tr>
<tr>
<td>Design</td>
<td>masked and placebo-controlled</td>
<td>masked and placebo-controlled</td>
</tr>
<tr>
<td>Focus</td>
<td>zinc as an antiviral agent</td>
<td>zinc as a treatment for colds</td>
</tr>
</tbody>
</table>

Error #19: Not reporting results in clinically useful units

The reports below (31,32) all use accurate and accepted outcome measures, but each leaves a different impression of the effectiveness of the drug. Effort-to-yield measures, especially the number needed to treat, are more clinically relevant and allow different treatments to be compared on similar terms.

Results expressed in absolute terms. In the Helsinki study of hypercholesterolemic men, after 5 years, 84 of 2,030 patients on placebo (4.1%) had heart attacks, whereas only 56 of 2,051 men treated with gemfibrozil (2.7%) had heart attacks (P<0.02), for an absolute risk reduction of 1.4% (4.1-2.7% = 1.4%).

Results expressed in relative terms. In the Helsinki study of hypercholesterolemic men, after 5 years, 4.1% of the men treated with placebo had heart attacks, whereas only 2.7% treated with gemfibrozil had heart attacks. The difference, 1.4%, represents a 34% relative risk reduction in the incidence of heart attack in the gemfibrozil-treated group (1.4%/4.1% = 34%).

Results expressed in an effort-to-yield measure, the number needed to treat. The results of the Helsinki study of 4,081 hypercholesterolemic men indicate that 71 men would need to be treated for 5 years to prevent a single heart attack.

Results expressed in another effort-to-yield measure. In the Helsinki study of 4,081 hypercholesterolemic men, after 5 years, the results indicate that about 200,000 doses of gemfibrozil were taken for each heart attack prevented.

Results expressed as total cohort mortality rates. In the Helsinki study, total mortality from cardiac events was 6 in the gemfibrozil group and 10 in the control group, for an absolute risk reduction of 0.2%, a relative risk reduction of 40%, and the need to treat 2,460 men for 1 year to prevent 1 death from heart attack.

Error #20: Confusing statistical significance with clinical importance

In statistics, small differences between large groups can be statistically significant but clinically meaningless (12,33). In a study of the time-to-failure for two types of pacemaker leads, a mean difference of 0.25 months over 5 years among thousands of leads is not apt to be clinically important, even if such a difference would have occurred by chance less than 1 time 1,000 (p < 0.001).

It is also true that large differences between small groups can be clinically important but not statistically significant. In a small study of patients with a terminal condition, if even one patient in the treatment group survives, the survival is clinically important, whether or not the survival rate is statistically different from that of the control group.
Conclusion

The real solution to poor statistical reporting will come when authors learn more about research design and statistics; when statisticians improve their ability to communicate statistics to authors, editors, and readers; when researchers begin to involve statisticians at the beginning of research, not at its end; when manuscript editors begin to understand and to apply statistical reporting guidelines (12,18,19,34-40); when more journals are able to screen more carefully more articles containing statistical analyses; and when readers learn more about how to interpret statistics and begin to expect, if not demand, adequate statistical reporting.
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